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1.  INTRODUCTION

1.1.  Overview:  In the past few years, the importance of Information Technology (IT) has grown to the point that the loss of these resources can severely impact the ability of any organization to support their weapon system.  The ISR Management Directorate is no exception.  To mitigate the impact of a loss of IT resources, the Information Systems Section (WR-ALC/LXPM) has developed a Contingency of Operations Plan (COOP) that will be used in the event of a loss of some or all of the IT resources in the ISR Management Directorate.  The objective of the plan is to make advance preparation by establishing resources and procedures in order to respond to loss of IT services (real or simulated).  The major goals of this plan are to minimize interruption to normal operations, establish alternative means of operation in advance when required, train personnel with continuity of operation procedures, and to provide a smooth and rapid transition.   

1.2.  Responsibilities:  The Chief of the Information Systems Section will be responsible for the development and execution of the Contingency of Operations Plan.  When a situation exists that warrants enacting all or some of the Contingency of Operations Plan, the Chief of the Information Systems Section will enact those aspects of the plan necessary to keep the users "on-line". 

The execution of the Contingency of Operations Plan will be carried out by a mix of government and contractor personnel and will depend on the systems supported as well as the contractual obligations of the contractor.  For instance, the ALMSS contingency plan calls for off-site processing at the contractor facility while the VTC contingency plan calls for the use of the Robins AFB VTC studio. 

1.3.  Format:  The Contingency of Operations Plan outlines the hazards inherent in IT operation within the ISR Management Directorate.  The plan outlines the criteria for invoking the Contingency of Operations Plan and the specific plans for each system.  Each section highlights the actions required for planning, execution, and recovery after the loss of a critical IT system.

2.  CONTINGENCY OF OPERATIONS PLAN (COOP)

2.1  Hazard:  For all of the Information Technology systems in the ISR Management Directorate, there exists a real possibility that a natural or man-made event could render some, if not all of the IT systems inoperative.  These events could include physical or virtual damage to an individual workstation or group of workstations, physical or virtual damage to equipment in the Computer Room, physical damage to Building 350, or in the worst case, physical damage to a broad area on Robins AFB.  This plan only addresses the Information Systems Section response to events that render IT equipment inoperable and do not address contingency plans for relocating personnel in the event of building or base damage.

2.2  Initiating the COOP:  Since the range of potential man-made or natural events that require contingency processing can vary dramatically, the Contingency of Operations Plan must be flexible in order to meet the needs of the ISR Management Directorate.  The Chief of the Information Systems Section is responsible for evaluating a possible contingency situation, determining the scope of the problem, estimating the time required to resume normal operations, and determining if the Contingency of Operations Plan should be implemented.  Each situation will warrant a different response that will depend on the system or systems involved.  However, hardware and environment control failures that render a system inoperable for 48 hours or less will be treated as a minor incident and will not normally cause this plan to be implemented.  The remainder of this plan will outline the general precautions that have been put in place to protect the computing resources within Bldg. 350 and the specific continuity of operations procedures for the different systems in the ISR Management Directorate.

2.3  COOP Procedures:  As with any computer facility, the ISR Management Directorate has established a set of hardware and environmental controls that are designed to keep the computing resources on-line during a typical contingency situation. For instance, the Computer Room in Bldg. 350 is equipped with its own HVAC system for environmental control.  In addition, an emergency generator that powers critical sections of the building in the event of a power failure protects all of the critical electric circuits feeding the Computer Room.  On the equipment side, all of the servers and major systems are protected by Uniterruptible Power Supplies that regulate input voltage levels and have battery backup that would allow operators to safely power down the systems in the event of a total power failure.  Finally, data backup procedures are performed on all critical systems on a daily basis.  With these basic precautions in-place, specific plans for each system have been developed.

2.3.1  Automated Logistics Management and Support System (ALMSS):  The Automated Logistics Management and Support System (ALMSS) is an automated stock control and distribution system developed for the ISR Management Directorate by Science Application International Corporation (SAIC).  The application software resides on a "production" IBM AS/400 mid-range multiprocessing server in Bldg. 350 at Robins AFB and serves approximately 105 transaction based users.  An identical IBM AS/400 server is located at the contractor's facility for the development and testing of new ALMSS software enhancements.  Since ALMSS is the key logistics system in the ISR Management Directorate, disaster recovery and contingency planning is an integral part of the ALMSS support contract with SAIC.  The plan calls for twice-daily system backups, the storage of these backup tapes at the contractor facility and the use of the development system at the contractor facility in the event the production system is rendered inoperable.  The designated off-site location is: 

Science Applications International Corporation

230 Margie Drive Suite A
Warner Robins, Georgia 31088

478-971-6600
The facility is located approximately 6.87 miles from the base on Margie Drive which is near the Galleria Mall.  The AS/400 at the off-site facility has six terminals, one 3816 printer, one 4317 printer, an uninterruptible power supply, and adequate storage and processing capability to support the ALMSS production database.  It also has a compatible operating system, system values, program products, and ALMSS baseline software for contingency processing.

2.3.1.1  Planning:  To facilitate off-site processing, the ALMSS data is saved to tape cartridge daily at approximately 1600 and 2330 hours.  All user libraries are backed up to tape cartridge daily at 2330.  All objects on the system, as well as the operating system, are backed up to tape cartridge the last working day of each month, at the end of the fiscal year, and before any major changes to the operating system are made.  Alternating tapes are used for all save operations.  Backup tape cartridges are transported daily to the off-site storage facility.

In addition to the required system administration tasks, the ISR Management Directorate has established an ALMSS Contingency Processing Control Team.  This team is tasked with assessing the scope of any natural or man-made event that affects ALMSS and recommending whether or not to implement Contingency of Operations Plan procedures.  The team consists of members from the Information Systems Section and functional areas within the directorate.  At a minimum, the following personnel are assigned to the ALMSS Contingency Processing Control Team:

· Chief, Information Systems Section 
LXPM



· Chief, Logistics Division


LXL

· Chief, Customer Support Branch  
LXLS
· AS/400 Operators



SAIC
· AS/400 System Administrator

SAIC

· Logistics Analysts



SAIC

· Other personnel identified in the ALMSS Disaster Recovery Plan

If required, the following vendor points of contact are available to assist in assessing the severity of a natural or man-made event, the steps required to establish off-site processing and other vendor related issues with the ALMSS hardware.

	IBM Hardware Maintenance & Software Support
	1-800-426-7378

	
	

	IBM Government Systems Marketing Division
	1-800-333-6705


If required for assistance, give the following information to the IBM representative 

· AS/400e Model 9406-820 located at Bldg. 350, serial number 10-MATM.

· AS/400e Model 9406-820 located at SAIC, serial number 10-MARM.
· IBM Customer Numbers:
Hardware & Software Ownership– 9200646

· Hardware Maintenance & Software Support– 9304148

2.3.1.2  Execution:  If the Chief of the Information Systems Section in conjunction with the Chief of the Logistics Division (WR-ALC/LXL) recommends off-site processing for ALMSS, the following steps will be initiated: 

· Implement contingency processing plans in accordance with the ALMSS Disaster Recovery Plan.

· Assemble ALMSS Contingency Processing Control team members.

· Brief team members on their duties during contingency processing.

· Contact SAIC's ALMSS Program Manager to establish the off-site processing schedule.

· Notify ALMSS users of disruption of service and what to expect.

· Contact vendors and support personnel for assistance during rebuild.

· Provide needed supplies for the off-site location.

· Perform tasks on Recreation of ALMSS Database Checklist:

· Identify most current backups of ALMSS data.

· Notify SAIC developers that ALMSS is entering contingency processing mode.

· Suspend all ALMSS integrated system testing and restrict access.

· Delete copy of production files that are used for testing.

· Restore ALMSS data from the latest backups available.

· Verify ALMSS baseline software programs are operational.

· Enable Disaster Recovery Team IDs and passwords.

· Provide support for users entering on-line transactions.

· Monitor and control printing of all documents produced. 

· Perform required batch processing for Contingency Processing.

· Schedule and run daily jobs and backups.

· Coordinate ALMSS contingency processing with on-going software development.

· Begin input of data and normal operations.

· Backup production data on the off-site system.

· Implement control logs for paper work between locations.

2.3.1.3  Recovery:  Once the production system at the ISR Management Directorate is available, the following steps will be performed to reconstitute operations at Bldg. 350.

· Stop input of transactions at off-site location and process final batch jobs.

· Save all production data from off-site system.

· Restore production data to system at primary location.

· Verify object ownership and access rights.

· Perform any required inputs and batch processing before allowing users online.

2.3.2  Automated Financial Management System (AFMS):  The Automated Financial Management System (AFMS) is a Windows NT based accounting and finance payables system.  The application software resides on a "production" Compaq ProLiant 3000 server running the Windows NT operating system and the Progress application environment.  The system only has four full-time users in the Financial Management Branch (WR-ALC/LXPF) and serves a very specific contract payment function for the ISR Management Directorate.  An identically configured Compaq ProLiant 3000 is located at the Science Applications International Corporation offices and is used for the development and testing of new AFMS software enhancements.  Unlike ALMSS, the criticality of the AFMS system does not warrant an elaborate Contingency of Operations Plan.  Instead, basic precautions are in-place to protect critical data and to restore system operation. 

2.3.2.1  Planning:  To facilitate contingency of operations, there are two contingency options available for AFMS.  The first possibility is to establish off-site processing for AFMS at the SAIC facility at Corporate Pointe.  This would take advantage of the development server at the contractor's facility and may be the best option for a contingency period of less than a week.  This plan assumes the contractor will agree to the relocation even though AFMS off-site processing is not specified in the contract.  The other possible course of action is to relocate the development server from the contractor's facility to the Computer Room in Bldg. 350.  This option assumes the Computer Room in Bldg. 350 can support computer operations.  If the system were relocated to Bldg. 350, all software development for AFMS would be suspended except for emergency Discrepancy Reports (DIREP) required for system operation.  The choice of which option to pursue would be made by the Chief of the Information Systems Section in conjunction with the Chief of the Financial Management Branch (WR-ALC/LXPF) and the SAIC Program Manager. 

In any case, saving critical AFMS data to tape would facilitate contingency of operations. The AFMS backup schedule calls for data to be saved to tape every day from Monday through Friday at approximately 1800 hours.  The saves from Monday through Thursday are incremental backups and the Friday save is a full backup.  The full backup tape cartridges are transported every Monday to the off-site storage facility.

2.3.2.2  Execution:  If it becomes necessary to implement the Contingency of Operations Plan for AFMS, there are several basic steps that need to be accomplished regardless of whether processing will be done in Bldg. 350 or at SAIC.  These steps are:

· Notify AFMS users of disruption of service and what to expect.

· Contact the SAIC Program Manager and notify him that contingency processing is required and they need to backup data on the off-site development system.

· Suspend all AFMS integrated system testing and restrict access.

· If necessary, contact vendors and support personnel for assistance during rebuild.

· If off-site processing is chosen, provide needed supplies for the off-site location.

· If the server is being relocated to Bldg. 350, notify the expeditors in the warehouse to transport the server from SAIC.

Once the development server is ready for use, the following steps need to be taken:

· Identify most current backups of AFMS data.

· Restore AFMS data from the latest backup.

· Verify AFMS baseline software programs are operational.

· Enable User IDs and passwords.

· Resume operations to include scheduling system backups every week night, similar to normal operations mode.

2.3.2.3  Recovery:  Once a "production" system is available at the ISR Management Directorate, the following steps will be performed to reconstitute operations at Bldg. 350.

· Stop input of transactions on the development server.

· Save all production data from development server.

· Restore production data to the new system at Bldg. 350.

· Verify object ownership and access rights.

· Perform any required inputs and administrative tasks before allowing users online.

2.3.3  Network File Servers:  The network file servers in the ISR Management Directorate consist of eight servers running Window 2000.  These servers host the "common" drives and personal network shares for the approximately 300 employees in the ISR Directorate and also serve as the print server for the 48 network printers located throughout the building.  While these servers are critical resources for the ISR Directorate, economic constraints have prevented the organization from having spare hardware on-site or at the contractor's facility.  The only spares available are power supplies, cpu fans, and hard drive cage fans.  Instead, basic precautions are in-place to protect the data on the servers.

2.3.3.1  Planning:  To facilitate contingency of operations for the network file servers, data on the system is backed up every weekday evening.  The backups on Monday through Thursday are incremental backups.  Full backups are preformed on Fridays.  Off site storage is provided at the SAIC contractor facility. 

As far as contingency operations are concerned, there are several possible avenues available for getting the users on-line as soon as possible.  For minor problems that render the servers inoperative, the vendor will be contacted for those items still on a maintenance warranty.  The IMPAC card will be used to purchase replacement parts or software for items not on warranty.  For more severe events that destroy the servers, the AFMS development server at SAIC could be relocated to Bldg. 350 to serve as a replacement until new servers are procured and delivered.  In any case, the Chief of the Information Systems Section will need to assess the situation and determine the best course of action.

2.3.3.2  Execution:  The execution phase will depend on the scope of the contingency and can be summarized into the following steps:

· The first step is to notify the users in the ISR Directorate that there is a problem and the expected timeline for resolution.

· If the problem with one or more of the network file servers requires a warranty maintenance action, contact the appropriate vendor.
· If the problem is with a software component or hardware component not purchased with the original server, the vendor needs to be contacted.  If the item in question is not on a maintenance warranty, a replacement should be purchased using the IMPAC card.  A CSRD for the replacement item is required.
· In the unlikely event that one or more of the servers are destroyed, the AFMS development server at SAIC can be used as an emergency substitute to get the users back on-line.  If this procedure is required, perform the following steps:

· Contact the SAIC Program Manager and notify him that contingency processing is required for our network file servers and that we need the AFMS development server hardware relocated to Bldg. 350.

· A SAIC administrator will need to backup data on the AFMS off-site development system and suspend all AFMS integrated system testing.

· If necessary, contact vendors and support personnel for assistance during rebuild.

· Notify the expeditors in the warehouse to transport the AFMS server from SAIC.

· Once the server is ready for use, the following steps need to be taken:

· Identify most current backups of the network file servers.

· Install hardware and operating system/tape backup software.

· Restore data from the latest backups available.

· Verify the operating system is operational.

· Enable User IDs and passwords.

· Provide support for users.

· Resume operations to include scheduling system backups every week night, similar to normal operations mode.

· Initiate procurement action to replace the destroyed equipment.  This includes writing the CSRD, staffing the requirement, developing procurement package and working with WR-ALC/PK to get the new servers on contract.  Estimated time to purchase a new server is 2 to 4 weeks.

2.3.3.3  Recovery:  The recovery procedures will vary depending on the execution phase. If a warranty replacement occurred or a new item was purchased, recovery will simply consist of installing the new hardware and/or software and then configuring the system for use.  If the execution phase called for using the AFMS server at SAIC, the following steps will need to be performed. 

· Instruct all users to log out of the replacement network file server.

· Perform a full system backup and power down the replacement server.

· Restore the backup data to the new server.

· Verify the system is operational.

· Enable User IDs and passwords.

· Resume operations to include scheduling system backups every week night.

· Provide support for users.

2.3.4  Barcode Collection System:  The bar code collection system is a wireless hand-held terminal network installed in the warehouse in Bldg. 350.  The network connects eleven Janus 2020 hand-held terminals to the directorate's ALMSS AS/400 multi-processing server.  The network consists of a Windows NT 4.0 based server that translates ALMSS screens into a format compatible with the Janus hand-held terminals. The data is sent from the NT server to a base station controller and then broadcasted throughout the warehouse using a 900 MHz direct sequence spread spectrum signal. Signal repeaters located throughout the warehouse provide radio coverage to all bin row locations in the building.  Unlike the previous servers, the bar code collection network is not a mission critical system, however some basic precautions have been taken to continue operations if necessary.

2.3.4.1  Planning:  In the event contingency of operations is required for the bar code collection system, the Windows NT server that translates the AS/400 screens to Janus screens is backed up each time a new version of the application software is loaded on the system.  Since this server does not store data, more frequent backups are not required.  If any of the hardware fails, there are a couple options available. For minor problems, some of the equipment is under maintenance warranty and a few spare components exist.  If the item is under warranty, the vendor will be contacted.  If the item is not under warranty, a determination will be made whether or not to procure a replacement.  If a replacement is purchased, the IMPAC card will be used. In the event of a major failure, a smaller system is in place at SAIC for development purposes that could be used for the operational system. 

2.3.4.2  Execution:  As with the other systems, the execution phase will depend on the severity of the problem and will include the following steps:

· The first step is to notify the warehouse users there is a problem and the expected timeline for resolution.

· If the problem with bar code system requires a warranty maintenance action, contact Intermec at 1-800- 755-5505.  The bar code collection system was purchased off contract DAHC94-94-D-0003, Order No. Q72A, Q73A and Q7R8.  The warranty period varies for each item so the original purchase order must be consulted.

· If the problem is with a non-warranty item, the Chief of the Information Systems Section will determine if the resource is required.  If the items are needed, the IMPAC card will be used to purchase a replacement.

· In the unlikely event that some or all of the system is destroyed, the development bar code system at SAIC can be used as an emergency substitute to get the users back on-line.  Note, the system at SAIC only consists of the Windows NT server, the radio controller, and base station.  If the decision is made to use the SAIC development system, perform the following steps:

· Contact the SAIC Program Manager and notify him that contingency processing is required for the bar code collection system and that we need some of the hardware at SAIC.

· If any software development is in progress, backup the Windows NT server.

· Notify the expeditors in the warehouse to transport the required equipment from SAIC.

· Once the replacement equipment is ready for use, the following steps need to be taken:

· Identify most current backup of the bar code system software.

· Restore data from the latest backup available.

· Verify the operating system is operational.

· Enable User IDs and passwords.

· Notify warehouse users the system is back on-line.

· Provide support for users.

· Resume operations.

· Initiate procurement action to replace the destroyed equipment.  This includes writing the CSRD, staffing the document, developing procurement package and working with WR-ALC/PK to get the new purchase on contract.  Estimated time to purchase the new equipment is 4 to 6 weeks.

2.3.4.3  Recovery:  The recovery procedures will vary depending on the execution phase. If a warranty replacement occurred or a new item was purchased, recovery will simply consist of installing the new hardware and/or software and then configuring the system for use.  If the execution phase called for using the bar code system at SAIC, the following steps will need to be performed. 

· Notify the warehouse users to logoff the system.

· Restore the backup data to the new server.

· Verify the system is operational.

· Enable User IDs and passwords.

· Resume operations.

· Provide support for users.

2.3.5  Personal Computers:  The ISR Management Directorate has approximately 320 classified and unclassified personal computers.  The PCs are used for office automation and accessing both Internet based systems and ALMSS.  The bulk of these PCs, 95%, are connected to the ISR Management Directorate LAN and all but six systems are used for unclassified processing.  The PCs in the directorate have Windows XP Pro or Win2000 Workstation operating system loaded.  Most of the systems have CD-RW drives installed. The remaining systems have 3.5" floppy drives and all unclassified network PCs have access to the directorate's file servers.

2.3.5.1  Planning:  Instead of developing a Contingency of Operations Plan for each PC, the Information Systems Section has instructed each user on procedures for backing up their data.  For those users with CD-RW drives, they can backup their data on their local system.  All other users have an account on our file server that they can use to backup data.  The only restriction that is imposed on the file server accounts is no program or executable files should be saved to the system.  In the event of a hardware failure, spare CPUs are on-hand and Symantec Ghost images are used to copy a master image to each new hard drive.  This ensures all new users have the same operating environment and all the relevant security patches are installed.  In the very unlikely event that all of the PCs are destroyed, a minimum capability will be procured to support the directorate's front office at the new duty location.  In addition, all servers and workstations are loaded with antivirus software and kept current on a daily basis.  Scans are performed daily and all settings are centrally managed.  All patches are distributed via SUS or Tivoli.
2.3.5.2  Execution:  The execution phase will depend on the user and what they have done to backup their data.  If their system is rendered inoperable, a new system will be created using the master drive and a spare CPU.  User data that was stored to either the file server or a removable media will be reloaded to the new PC and the user will be back on-line.  If all of the PCs are destroyed, a minimum number of new PCs will be procured to give the front-office computing capability.  These new systems may be borrowed from another organization on base or purchased new using the IMPAC card. Procurement as setup action for the emergency PCs will probably take 3 to 5 business days.

2.3.5.3  Recovery:  Since a "new" system is created during the execution phase of the COOP for the PCs, there are no specific recovery actions required.

2.3.6  SIPRNET:  The ISR Management Directorate has a SIPRNET Point of Presence in Bldg. 350.  This consists of a Local Area Network, a web server, and five Personal Computers.  This equipment provides users a means to research and exchange classified information with other government agencies and contractors. 

2.3.6.1  Planning:  The continuity of operations plan for the SIPRNET system will depend on the nature of the contingency.  If a workstation or a component in a workstation fails, the item will be replaced if it is on warranty.  If the item is not on warranty, a spare unit will be installed.  For larger problems with the network, the 78th Communication Squadron will be contacted and they will work with the Air Force Network Operations Center at Maxwell AFB Gunter Annex to initiate repair actions.  If a network outage prevents users from accessing SIPRNET, the SIPRNET network at the WR-ALC Readiness Center can be used until the ISR Directorate's system is repaired.

2.3.6.2  Execution:  The execution phase will depend on the nature of the contingency. For problems with the PCs and web server, the following steps will be followed:

· If the problem is isolated to a single workstation and can be resolved in less than a week, the item will be replaced either through the maintenance agreement for the equipment or purchased using the IMPAC card.

· If it will take more than one week to procure the new part or system, a replacement workstation or web server will be configured to take the place of the inoperable unit.

If the SIPRNET contingency involved any of the network equipment, crypto units or DSUs, the 78th Communication Squadron will be contacted and a trouble ticket will be opened.   Finally, in the rare event that the entire system is rendered inoperable or destroyed, the SIPRNET network at other facilities on base can be used until operational capability is restored. If this approach is considered, the following steps are required:

· Contact 78CS SIPRNET shop to coordinate a location.
2.3.6.3  Recovery:  Once the capability is restored, there are no specific recovery procedures.

2.3.7  VTC:  The ISR Management Directorate has one videoteleconferencing system used to communicate with field sites and contractors facilities.  The system was purchased to reduce overall TDY costs and includes a Polycomm located in the main LX Conference Room.  This system connects to the outside through FTS201 using 3 BRI ISDN lines from Bldg. 350 to Bldg. 214.  Since these systems are in-place to augment the capability already on base in Bldg. 301, the continuity of operations plans are limited to repairing the existing equipment and using the base studio as a fall-back measure.

2.3.7.1  Planning:  In the event that the VTC system in Bldg. 350 is rendered inoperable, the Chief of the Information Systems Section will have to determine the nature of the problem.  If the nature of the problem renders the system inoperable, the Robins AFB studio can be used to meet any VTC requirements.  If the problem is with the Polycomm, ASC/RA will be contacted since this unit is under their jurisdiction.  If the problem is with any other component, a determination will need to be made whether or not to send it to the manufacturer for repair or to "live without" VTC capability.

2.3.7.2  Execution:  The execution phase will depend on the nature of the problem.  For problems with the Polycomm, contact ASC/RA at DSN 785-3144 for disposition instructions.  For problems with the other equipment, the appropriate vendor should be contacted.  Finally, if needed, VTC sessions can be scheduled by calling the Robins AFB Multimedia Center at 6-3637.

2.3.7.3  Recovery:  No specific recovery actions are required.

2.3.8  CCARS:  The Comprehensive Cost and Requirement System (CCaRS) Server in the ISR Management Directorate is a Dell PowerEdge 6600.  It is running Oracle version 8.1.7.4.1.  The Server hosts CCaRS an Oracle Relational Database Management System (RDBMS).  The flexible nature of this database allows all LX users of CCaRS to access it from anywhere on Robins Local Area Network.  While the server is a critical resource for the ISR directorate, economic constraints have prevented the organization from having a spare server on-site or at the contractor’s facility.  The only spares are those covered under the Network File Servers.  And as with the Network File Servers, basic precautions are in-place to protect the data on the server.

2.3.8.1  Planning:   For contingency purposes, the CCaRs server is backed up on a daily basis.  Incremental backups are performed Monday thru Thursday and Full backups are performed on Friday.  Off-site storage of the backups is provided on a regular schedule at the SAIC contractor facility.  As far as replacement of the file server itself, this could be accomplished similar to the replacement of one of the Network File Servers.  Also, as with the Network File Servers, the Chief of the Information Systems Section will need to assess the situation and determine the best course of action. 

2.3.8.2  Execution:   The execution phase is dependant upon the severity of the problem.  In the case that the server software is corrupted, the system will be restored with the use of the most recent backups.  In the case that the server is destroyed, a new server would have to be procured.

2.3.8.3  Recovery:   The recovery procedures will coincide with the execution phase.  This could involve purchasing and installing hardware and/or software, restoring backups, configuring the system for use, and notifying the users.
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